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Mechanisas of Analogical Learning

Dedre Bentner

It is widely accepted that sisilarity is & key detersinant of transfer. In
this chapter [ suggest that both of these venerable teras -- similarity and
transfer -- refer to cosplex naotions that require further differentiation. [
approach the problea by a double decosposition: decosposing similarity into
finer subclasses and decosposing learning by sieilarity and analogy into a set

of coaponent subprocesses.

One thing reminds us of another. Mental experience is full of acsents in which
a current situation resinds us of soas prior experience stored in aesory.
Soaetises, such reaindings lead to a change in the way we think about ane or
both of the situations. Here is an exasple reported by Dan Slabin (personal
comaunication, April 1984). His daughter, Heida, had travelled quite a bit by
the age of three. One day in Turkey she heard a dog barking, and resarked

*Dogs in Turkey esake the sase sound as dogs in Aserica... Maybe
all dogs do. Do dogs in India sound the same?*®

Where did this question cose ¢roa? According to Slobin’'s natebook, " She
apparently naoticed that while the people sounded different froe country to
country, the dags did not..." The fact that only husans speak different
languages say seea obvious to an adult, but for Heida to arrive at it by
gbservation aust have required a series of insights. She had to cospare pecple
fraos different countries and note that they typically sound different. She
also had to coapare dogs from different countries and note that they sound the
saae. Finally, in arder to attach significance to her observation about dogs,
she eust hzve drawn a parallel -- perhaps isplicitly -- between dogs making

sounds and husans aeaking sounds sa that she could contrast "As you go froa
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country to country, people sound different but dogs sound the sase.® Thus her
oun' experiential comparisons led her to the beginnings of a sajor insight

about the difference between husan language and anisal sounds.

This exaaple illustrates soae of the power of spontanecus reaindings.
Spontaneous reaindings can lead us to wesake new inferences, to discover a
cosmon abstraction, aor, as here, to notice an isportant difference between two
partly sismilar situations (e.g., Ross, 1987). The ultisate ais of this paper
is to trace learning by analogy and similarity froe the initial remainding to
the final storage of sose new inforsation. Spontaneous analogical learning!
can be decosposed into subprocesses of (1) accessing the base systes; (2)
performing the sapping between base and target; (3) judging the soundness of
the match; (4) storing inferences in the target; and sosetises, (J) extracting

the comsonalities (Clement, 1981, 1983; Gentner & Landers, 19835).

This breakdawn suggests that we examine the subprocesses independently. QOnce
this is done, it will become clear that different subprocesses involved in
analogical learning are affected by very different psychological factors.
Although the chronological first step in an experiential learning sequence is
accessing the potential analog, I will postpone the discussion of access until
later in this paper. Instead, I begin with steps (2) and (3) -- aralogical
papping and judging analogical soundmness. This is the logical place to start,
because it is these processes that uniquely define analogy and allow us to see
distinctions asong different kinds of similarity. It turns out that the
theoretical distinctions necessary for talking about analagical eapping are

also useful for talking about other analogical subprocesses.

- e - - --

1. for ngw, 1 will wuse the term “analogizal learning” ta refer t: Sstn
learning by analcgy and iearning by literal similarity., Later 1n the gacer
[ will distinguish anaioagy and similarity,
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"The plan of the paper is first, to descride the core structure-sapping theory
of analogical lapping; using a cosputer simulation to make the points clear;
secpnd, to affer-psychological evidence for the caore theory of analogical
mapping; and finally to discuss research that extends the frasework to the

larger situation af analogical learning.
Analagical Mapping

The thearetical frasework for this paper is the structure-sapping theory of
analogical weapping (Gentner, 1980, 1982, 1983, 1984; Gentner & Gentner,
1983).2 As Palaer {1987) states, structure-sapping is concerned first with
what Marr (1982) called the “computational level® and what Paleer and Kiachi
(1983) call the issue of “"inforsational constraints" that define analogy. That
is, structyre-sapping aiss to capture the essential eleaents that constitufl
analogy and the operations that are cosputationally necessary in processing
analogy. The question of how analogies are processed in real time -- that is,
the question of which algorithes are used, in Marr’'s terainalogy, or which
behavioral constraints apply, in Palmer & Kimchi's terminology -- will be

deferred until later in this paper.

The central idea in structure-sapping is that an analogy is a eapping of
knowledge fros one dosain (the base) into another (the target) which conveys
that a systea of relations that holds asong the base objects also holds amang
the target objects., Thus an analogy is a way of focusing on relational
cosaonalties independently of the objects in which those relations are

eabedded. In interpreting an analogy, people seek to put the objects of the

2. This account has beneéited from the comments and suggestions 3o my
colleagues since my first proposal i1n 1980, Here and there I will i1ndicate
scme ways in which the theory has changed.
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base in 1-1 correspondence with the objects in the target so as to obtain the
aaxisus séructural satch. Objects are placed in caorrespondence by virtue of
their like roles in the common relational structure; there does not need to be
any reseablance between the target objects and their corresponding base
objects. Central to the sapping process is the principle of systesaticity:
peaple prefer to sap connected systess of relatioss gaverned by higher-order

relations with inferential isport, rather than isolated predicates.

Analogical mapping is in general a cosbination of matching existing predicate
structures and iamspaorting new predicates (carryover). To see this, first
cahsider the twc extreses. In pure aatching, the learner already knows
sosething about both dosains. The analogy conveys that a relational systes in
the target dalgin satches with one in the base domain. In this case the
analogy serves to focus attention on the eatching systes, rather than to
convey new knowledge. In pure carryover, the learner initially knows something
about the base domain but little or nothing about the target domain. The
analogy specifies the object correspondences and the learner simply carries
across a knawn systea of predicates froa the base to the target. This is the
case of maxieal new knowledge. Ihothor 2 given analaogy is chiefly esatching or
aapping depends, of course, on the state of knowledge in the learner. For
exaaple, consider this analogy by Oliver Wendell Holmes Jr.: "Many ideas grow
better when transplanted into another aind than in the one where they sprang
up.* For some readers, this aight be an instance of pure msapping: by importing
the knowledge structure from the domain of plant-growing to the dosain of
idea-developaent they receive a coapletely new thought about the latter
domsain. But for readers who have entertained similar thoughts, the process :s
aore one of aatching. The effect of the analogy is then not so auch to ieport

new knowledge as to focus attention aoan certain portions of the existing
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knowledge. Most explanatory analogies are a cosbination of asatching and
carryover. Typically, there is a partial wsatch between base and target
systeas, which then sanctions the ilpo}tihq of further predicates fros the

base to the target.

A clarification eay be useful here. Soae readers have interpreted the
systesaticity principle to sean that the sase set of predicates should always
be mapped from a given base dosain, regardless of the target (Halyoak, 1983).
By this construal, the interpretation of an analogy would depend only on the
base dosain. This is a sisunderstanding of structure-sapping. The only case in
which the sapping depends solely an the base domain is when nothing is known
about the target (the pure carryover case). In the normal case, a given base-
tirggt pair produces a set of satching predicates. Changing either aesber of
the pair produces a difforoﬁt set of satching opredicates. Systesaticity
operates as a selection principle: asong the many possible predicate matches
between a given base and target, it favors those that fora coherent systess of

autually interconnecting relations.

Ta illustrate the structure-sapping rules, we turn to a specific exasple: the
analogy between heat-flow and water-flow. (See Gentner & Jeziorski (in press)
for a discussion of Carnot's use af this analagy in the histary of heat and
tesperature.) Figure 1 shows i water-flow situation and an analogous heat-flaw

situation (adapted froa Buckley, 1979, pp 13-23).

I will go through this analogy twice. The first tise I give the analogy as it
sight occur in an educational setting in which the learner knaws a fair amount
about water and alamost nothing about heat flow. Here the learner is given the

object correspondences between water and heat and simply iaports predicates

froe the water dosain to the heat domain. This is a case of pure carryover.




Figure 1}

Examples of Physical Situation involving (a) Water-flow and (b) Heat-flow
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The second time 1 give the analogy as it eight occur experientially, with the
learner having a good representation of the water dosain and a partial
representation of the heat dosain. Here the analogy process is a cosbination

of eatching existing structures and isporting new predicates.

The heat/mater analogy: Pass {. Figure 2 shows the representation a learner
aight have of the water situation. We assume that the learner has a very weak
initial representation of the heat situation, and perhaps even lacks a firm
understanding of the difference between heat and teaperature. This network
represents a portion of what a person sight know about the water situation

illustrated in the previous figure.3

The learner is told that heat flow can be understood just like water flow,
with tesperature in the heat situation playing the role of pressure in the

water situation. The learner is also given the object carrespondences

heat --> water; pipe --> aetal bar;

beaker --> coffee; vial =-=) ice.
as well as the function correspondence
PRESSURE --> TEMPERATURE.

Now the learner is in a position to interpret the analaogy. Even with the
correspondences given, there is still sose active processing required. In

order to cosprehend the analagy the learner sust

. This notation 13 esuivalent to a predicate calculus representation: [ use
1t because emphasi:2s certain structural distinctions that the ncrnal
natat:on dces not. Ir this figure, predicates are written :n upper zase ang
circled., Ob.ects are written 1n lower case and uncircled. See Forbus L
Sentner 11982, 1928¢ $2r a more detailed representation g the heat-water
analogy.
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Figure 2

A Representation of the Water Situation

>

condition implication

GREATER THAN GREATER THAN

FLOW

goal object path source

water pipe

CYLINDRICAL




- ignore object attributes, such as CYLINDRICAL (beaker) or LIQUID(coffee)

- find a set of systesmatic base relations that can apply in the target,
using the correspondences given. Here, the pressure-difference structure

in the water dosain

CAUSE (EREATER~-THANCPRESSURE (beaker), PRESSURE(vial)],
{FLOW(water, pipe, beaker, vial)l)

- is sapped intc the tenperatuf.-dif#erencc structure in the heat domsain

-.'.:i,ﬁ
[ R

hd

CAUSE (GREATER-THANLTEMPERATURE (cof fee), TEMPERATURE (ice) ],

VP
-. l.. l(, l~

f‘lﬂ"‘ 0

(FLOW(heat, bar, coffee, ice)d).

’

g
‘I .;

“and discard isolated relations, such as

7~
X
NS

BREATER-THANCDIAMETER (beaker), DIAMETER(vial)l

2L

A
"
L8

Y]

Figure 3 shows the resulting representation in the target dosain of heat-flow

'l.}v
]

Ay,

after the analogical aapping.

:;‘Il..’::).:’

There are several points to nate in this example. First, the object

b

correspondences -- heat/water, beaker/coffee, vial/ice, and pipe/bar -- and
the function correspondence PRESSURE/TEMPERATURE® are deterained not by any
intrinsic similarity between the objects, but by their role in the systesatic

relational structure. Systesaticity also deteraines which relations get

carried across. The reason that

4. In this analogy, the function PRESSURE :in the water domain must Se mapged
onto TEMPERATURE 1n the heat domain, Like objects, functions on ob;ects in
the base can be put 13 correspondence with different functicns 10 %he
target in crder tc oermit mapping a larger systematic chain, as cd:scussed
below.
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A Representation of the Heat Situation that results froa the Heat/Water ~
i Analogy
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GREATER-THANCPRESSURE (water, beaker), PRESSURE (water, vial)]l \jz'”

A

is preserved _is that it -is part of a sappable system of higher-order ,

canstraining relations -- in this case, the subsystea governed by the higher- :.‘

order relation CAUSE. In contrast, the relation g"

' GREATER-THANCDIAMETER(beaker), DIAMETER(vial)l Z*;.\

does not belong to any such aeappable systes and so is less favored in the ‘.:‘:

satch. f’,'::'.

Second, the order of processing is probably variable. Even when the learner is ';'T‘";

given the object-correspondences as the first step, there is no way af knowing ‘:;_:

which predicates will be weapped first. This is sven more the case when the . 3

learner is not told the object-correspondences in advance. In this case, as é‘:

exeaplified in the -next 'pass through this analogy, the object correspondences :::::\

are arrived at by detersining the best predicate satch -- i.e., the aost .'I“'.":‘:

systesatic and consistent match. I suspect that the aorder in which satches are E;i

sade and correspondences tried is extresely opportunistic and variable. It ':-_,.:w:- ,

seeas unlikely that a fixed order of processing stages will be found far the :'::"

sapping of complex analagies. :_.;:"'

NI,

Third, applying the structural rules is only part cf the story. GSiven a ’-E.
potential interpretation, the candidate inferences aust be checked for .

validity in the target. If the predicates of the base systes are not valid in ".:

the target, then another systea asust be selected. In goal-driven contexts, the :" :‘:

candidate inferences must alsc be checked for relevance to the goal. ..

N

Kinds of Similarity ::E:

RN

Distinguishing different kinds of similarity is essential to understanding - __.

learning by analogy and similarity. Therefore we turn next to the classes of \:".;

e R
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similarity. Besides analogy, other kinds of sisilarity can be characterized by
whether the two situations are alike in their relational structure, object
descriptions, or both. In analogy, only relational predicates are wmapped, In
literal sisilarity, both relational predicates and object-attributes are
sapped. In sere-appearance smatches, it is chiefly object-attributes that are
sapped. Figure 4 shows a sisilarity space that sussarizes these distinctions.
Table | shows exasples of these different kinds of similarity. The central
assumption is that it is not serely the relative susbers of shared versus
nonshared predicates that satters -- although that is certainly isportant, as

Tversky (1977) has shown -- but also the kinds of predicates that match.

Analogy is exesmplified by the water/heat exasple discussed above, which
conveys ﬁhat a4 coason relational systes holds for the two dosains: pressure
difference causes water flow and tesperature difference caused heat flow.
Literal similarity is exesplified by the comparison “"Kool-Rid is like water.®,
which conveys that such of the water description can be applied to Kool-Aid.
In literal similarity, both object attributes, such as
FLAT-TOP(water) and CYLINDRICAL (beaker)

and relational predicates, such as the systesatic causal structure discussed
above, are sapped over. A sere-appearance nmatch is one with overlap in lower-
order predicates -- chiefly object-attributes®-- but not in higher-order
relational structure. An exasple is "The desert shisaered like water.® Mere-
appearanca aatches are in a sense the opposite of analogies. Such eatches are
sharply limited in their utility, Here, for exasple, 1little aeore beyond

appearance is shared between the desert and water, These esatches, however,

S. A 3ngaing guestian 10 our research :s whether mere-appearanze %atz=g3
should be viewed as 1ncluding first-order relations as well as &h.ecs
attributes,

I

n o
LI v 4 .

-

o




3 ) - N - N ¢ a'h ath a2k 8's acd a’) a'h o' ¥ b ¥ e .8 FFOCTORTYD O PO O TOr X O Y O O Y W) (W)

Figure 4 v
U
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' Table ! “
. Kinds of Domain Comparison

*

K .
g ik
".

? ATT REL - EXAMPLE v

Literal Similarity Many Many Milk is like water. -
;‘: Analogy Few Many Heat is like water. :’
’.: Abstraction Few Many Heat flow is a B
X through-variable. o
: Anomaly Few Few Coffee is like the N
. ' solar system. "!S-
¢ Mere Appearance Many Few The glass tabletop .
gleamed like a pool
; of water.
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cannot be ignored in a theory of leqrninq, because they often occur asong
ovice learners. One further type of match worth discussing is relational
abstraction. An exasple is the abstract statesent 'Héat is a through-
variable.®, which aight be available to a student who knew sose systes
dynasics. This abstraction, when applied to the heat dosain, conveys such the
sane relational structure as is conveyed by the analogy: that heat (a through-
variable) can be thought of as a flow __ross a potential difference in
teaperature (an across-variable). The difference is that the base dosain is
abstract principles of through-variables and across-variables; there are no

concrete properties of objects to be left behind in the sapping.

These contrasts are continua, not dichotosies. Analogy and literal sisilarity
lie on a continuua of degree-of-attribute-overlap. In both cases, the base and
target share comeon relational structure. If that is all they share, then the
comparison is an analogy (assusing, of course, that the domains are concrets
encugh to have object descriptions). To the extent that the dosains also share
comsan object descriptions, the cosparison becoses aore like literal
sisilarity. Another continuus exists between analogies and relational
abstractions. In both cases, a relational structure is sapped fros base to
target. If the base roproshntation includes concrets objects whose individual
attributes sust be left behind in the sapping, the cosparison is an analogy.
As the object nédns of the base dosain becoeas sore abstract and variable-like,

the cosparison becoses 3 fnlational abstraction.

In the next section [ describe the way our cosputer sisulation processes the
heat-water exasple. Here we aove fros the inforsational constraints to

behavioral constraints. (See Palser, 1987.) Before giving the algoriths, I

describe the representational conventions.
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Represeatation conventions. Tho order of an item in a representation as
follows: Objects and constants are order 0. The order of a predicate is‘onc
plus the saxisum of the order of its arqueents. Thus, if x and y are objects,
then GREATER-THAN (x,y) is +first-aorder and CAUSE [SREATER-THAN (x,y),
BREAK(x)] is second-order. Typical higher-order relations include CAUSE and
IMPLIES. On this definition, the aorder of an item indicates the depth of
structure below it. Arqueents with eany layers of justifications will give

rise ta representation structures of high order.

A typed predicate calculus is used in the representation. There are four
representational constructs that aeust be distinguished: entities, which
represent individuals and constants, and three types of predicates. Predicates
are further subdivided into truth~functional predicates (relatioss and
attridutes) and functions. Entities are logical individuals: i.e., the objects
and constants of a dosain. Typical entities include pieces of stuff,
individual objects or beings, and logical constants. Attributes and relations
are predicates that range over truth values. The difference is that attributes
take one argueent and relations take two or aore arguaents. Inforsally,
attributes describe properties of entities, such as RED or SQUARE. Relations
describe events, comparisons or states applying to two or aore entities or
predicates, First-order relations take objects as arguaents: e.g., HIT(ball,
tahli) and INSIDE(ball, pocket). Higher-order relations such as INPLIES and
CAUSE take other predicates as their arguaents: e.g., CAUSE (HIT(cue stick,
ball), ENTER (ball, pocket)]). Fuactions map one or sore entities into another
entity or constant. For example, SPEED(ball) amaps the physical object bdall

into the quantity which describes its speed.

These four constructs are all treated differently in the analogical sapping

algoritha, Relations, including higher-order relations, aust smatch
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identically. Entities and functions are placed in correspondence with other
entities and functions on the basis of the surrouﬁdinq relational structures.
Attributes are ignared. Thus, there are three lesvels of preservation:
identical satching, placing in correspondence, and ignoring.® For example, if
an analagy requires satching a wrestler with a billiard ball, relations, such
as CAUSE [HIT (wrestleril, wrestler2), COLLIDE(wrestler2, ropes)] aust satch
identically., For objects and for functions, we attespt to ¢ind corresponding
objects and functions, which need not be identicals e.g., ball/wrestler and
SPEED (ball)/ FORCE (wrestler). Attributes are ignored; we do not sesk
identical or even ~arresponding attributes in the billiard ball for each of
the wrastler’'s attributes. Thus functions are treated in an intersediate
sanner between relations and attributes. Functions are useful representational
device because they allow either (a) evaluating the function to produce an
object descriptor, as in HEIBHT(Sas) = §', or (b) wusing the unevaluated
function as the arquaent af other predicates, as in SREATER-THANLHEIBHT (Sas),

HEIBHT (Bearge)1. ”

It is isportant to note that these representations, including the distinctions
between different kinds of predicates, are intended to reflect the way
situations are construed by people (or by a sisylation). Logically, an n-place
relation R(a,b,c,) can always be represented as a one-place predicate Q(x},
where Q(x) s true just in case Rla,b,c) is true. Further, a cosbination of a

function and a constant is logically equivalent to an attribute; for example,

4. The reason that attributes are jgnored, rather than being placed 1n
correspondence with cther attributes, 1s to opermtt analogical matches
between rich objects and sparse objects.

7. Adding functions to the representation 13 a change frocm my former pos:tic-,
which only distinguished between object-attributes (one-place oredicates),
and relations (2-gr-mcre-place pradicates). [ thank Ken Forbus, Brian
Falkenhainer and Janice Skorstad for discussions on this 1ssue.
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% applying the function EQUALS [COLOR (Ba?lA). red]l is logically equivalent to ™
i stating the attribute RED (BallA). Our aim is to choose the representation PES
\i, that best asatches the available -evidence as tg the person’'s current §
a psychological representation. As Palaer (1987) points  out, these ii
! regresentational decisiaons are crucial tao the operation of the algoriths. _
Differences in the way things are construed can cause two situations to fail E
to satch even if they are inforsationally equivalent. Thus the sodel would 7
B fail to realize that HOTTER THAN (a,b) is equivalent to COLDER THAN (b,a). <
;? This assu-ptién say not be as inpliusiblo as it initially seeas. Espirically, i;
bil we know that logical equivalence does not guarantee psychological equivalence. :1
? Perhaps one reason that people sceetises eiss potential analogies (as ?%
g: discussed below) is that their current representations of base and target e
§ constrain the kinds of analogical esatches they can eake. e
? "%
A Requiring perfect relational identity in the satching rules allows us to e
§ capture the fact that potential analogies are often sissed, for the sore ;ﬁ
? exactly the representations esust eatch the less likely analogies are to be i
N seen. Nore isportantly, the relational-identity requiresent keeps us froas E:
'3 concealing husuncular insights in the eatcher. As soon as we aove away fros -
;; perfect satching we are faced with a host of difficult decisions: howmw such :;
3 insight do we give the satcher, how asuch ability to consider current i
;E contextual factors, how euch tolerance for aambiguity. In short we lose the .
g considerable advantages of having a sisple, low-cost satcher. But hows can we .;
N capture the intuition that people sosetises can use analogy creatively to .
: suraount initially different representations? Burstein (1983) has explored one i:
. interesting aethod: he allows sieilar predicates to satch and then generalizes -
R the satch. For example, as part of a larger analogy, ’'inside’ in the spatial =
N sense is satched with ‘inside’ in the abstract sense of a variable containing ﬁ?
'
v - 13 - o

| 0 . " LIPS S I .
EeaiNr i el Wy St

a,



Ny
a value. Then a sore general notian of containment is abstracted ¢ros the Eg;l
satch. This is an attractive notion which deserves further study. However, it aﬁ:
does run the risk of adding considerable couputatinnallanbiguity. :;if
Rty
One way to add flexibility without sacrificing the simple satcher is to add EEE*
sose tools for re-representation that are external to the aatcher itself. 7
Then, 1if there was good reason to suspect a possible analogy, a relation EE:
currently represented as COLDER-THAN (b,a) could be re-represented as HOTTER- Eséi
THAN(a,b,) or as GSREATER-THAN (TEMP(a), TEMP(bD)). In this way a partial - %
analogy could lead to the discovery that two relations hitherto seen as é;év
different in itct.r|§cr to the sase underlying disension. This would allow us izé;
to sodel the use of analagy in reconstruing one dosain in terss of another. An i;{
interesting corcllary of this ipp(oach is that it suggests that analogy aeay f;fl
act as a force tawards building unifor; dosain representations, both within 5;2
-~
and across dosains. ‘j,
5
The Structure-Mapping Engine. The Structure-Mapping Engine (SHE) is a \gs
sinulation of the structure-sapping process written by Brian Falkenhainer and t"ﬂ
Ken Forbus (Falkenhainer, Forbus, & Gentner, 19843 in press; GSentner, Egi
Falkenhainer & Skorstad, in press). Here it is given the representations of ijéi
; the base and target shown in Figure 3. As in the previocus pass (Figure 2) we :::
E assuse the learner has a fair amount of knowledge about water. In contrast to 3i~
E the previous pass, we now assume some initial knowledge about heat: the ié;
learner knous that the coffee is hotter than the ice, and that heat will flow :-:
P from the coffee to the ice. Note, however, that the representations cantain f:¥'
] eany extraneous predicates, such as LIQUID(water) and LIQUID(coftee). These izg:
E are included to siaulate a learner’'s uncertainty about what matters and to %
E give SME the opportunity to sake erronsous satches, just as a person aight. ;:2;
AN
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Figure 5 —

Representations of Water and Heat given to the Structure-Mapping Engine. W~

WATER FLOW HEAT FLOW =

CAUSE

GREATER - FLOW (beaker,vial, GREATER ~

water,pipe) /\
PRESSURE (beaker) PRESSURE (vial) TEMP (coffee) TEMP (ice cube)"?'-

Cos
’.
S

GREATER FLOW (ice cube,coffee,heat,bar) -

¥

DIAMETER (beaker) DIAMETER (vial)

e

a

LIQUID (coftee)
FLAT-TOP (coffee)

LIQUID (water)
FLAT-TOP (water)
CLEAR (beaker)
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4
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In addition to aodeling analogy, SME can be used with literal sisilarity rules
or asre-appearance rules. Both analogy rules and literal similarity rules seek
aatches in relational structure; the difference is that literal sisilarity
rules also seek objcct-aktributc satches. Mere-appearance rules seek only
object-attribute nsatches. I will describe the processing using literal
siesilarity rules, rather than pure analogy, because this offers a better
desonstration of the ¢full operation of the sisulation, including the way

conflicts between surface and structural sstches are treated.

el Sl

Biven the cosparison “Heat is 1like water.®, SHE uses systesaticity of

Y55 YN,

"

3 x’f’f

relational structure and consistency of hypothesized object-correspondences to

deteraine the sapping. The order of events is as follows:

L 4
5
s,

"l
i

5
5’0

7
[

12 Lécal satches. SME starts by looking for identical relatians in bisc and
target and using thes to postulate potential satches. For each entity and
predicate in the base, it finds the set of entities or predicates in the
target that could plausibly eatch that itpl. These potential correspondences
(satch hypotheses) are detersined by a set of sisple rules: for exasple,

= (1) if two relations have the sase nase, create a match hypothesis;

- (2) ¢for every satch hypathesis betwaen relations, check their
correspanding argueents: if hoth are entities, or if both are functions,

then create a aatch hypothesis between thes.

For example, in Figure S5, rule (1) creates esatch hypotheses between the
BREATER THAN relations oaccurring in base and target. Then rule (2) creates
satch hypotheses between their arguesents, since both are functiaons. Note that
at this stage the systes is entertaining two different, and inconsistent,
satch hypotheses involving GREATER THAN: one in which PRESSURE is eatched with

TEMPERATURE, and one in which DIAMETER is satched with TEMPERATURE. Thus, at
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? ) this stage the program will have a large nusber of local satches. It gives <!

" these local satches evidence scores, based on a set of local evidence rules. |

: For example, evidence for a satch increases if the base and target predicate b

g have the sa;o nase. More interestingly, the evidence rules alsa 1nvoke §£

’J systeaaticity, in that the evidence for a given match increases with the -

f evidence for a eatch aeong the parent relations --i.e., the insediately ?

% governing higher-order relations. o

W i~

: {2) Constructing glodal aatches. The next stage is to collect systeas of -

; satches that use consistent entity-pairings. SME +irst propagates entity- ;?

? correspandences up esach relational chain to create systeas of satch hypotheses gg

i that use the sase entity-pairings. It then conbiqes these into the largest 7

'; possible systeas of predicates with consistent object-sappings. These global js

,‘ satches (called Gmaps) are SME's possible interpretations of the coesparison. .-

} -

% An iamportant aspect of SME is that ¢the giobal satches (Bmaps) sanction "

é candidate inferences: predicates from the base that get sapped into the target ﬁ:

" dosain. These are base predicates that were not originally ) )resent in the

\ target, but which can be isported into the target by virtue of belonging to a -

§ systea that is shared by base and target. Thus, associated with each Gaap is :ﬁ

) a (passibly eapty) set of casdidate infereances. For example, in the ’'winaing’ _:

i Bmap (as discussed below), the pressure-difference causal chain in water is ;i

& satched with the tesperature-difference chain in heat, and water-flow is v,
satched with heat-flow. However, you may recall that the initial heat s

: representation lacked any causal link between the tesperature difference and &

? the heat flow (See Figure 5). In this case, the systea brings across the t

; higher-order predicate CAUSE froa the water domain to the heat dosain, In jf

t essence, it postulates that there eay be sore structure in the target than it -~

: -~ !

|
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Eﬁ initially knew about. Thus the resulting candidate inference in the heat

dosain is

CAUSE(SREATER-THAN(TEMPERATURE (coffee), TEMPERATURE(ice)l,

[N
LY

2 FLOW(heat, bar, coffee, ice)l.

L) | (3} Evaluating global matches. The glabal matches are then given a structural
: evaluation, which can depend on their local aatch evidence, the nuaber of
' candidate inferences they support and their graph-theoretic structure -- e.g.,
the depth of the relational systea.® In this example, the winning Esap is the
pressure-teaperature aatch discussed above, with its candidate inference of a
3 causal link in the heat domain. Other Saaps are also derived, including a Gaap

that satches diaseter with tesperature and another particularly simple Bamap
- that asatches LIQUID(water) with LIQUID(coffee). But these are given low

evaluations. They contain fewer predicates than the winning Gmap and, at least

¥
L) equally iesportant, they have shallower relational structures.
L A few points should be noted about the way the structure-sapping engine works. A
i
X {1) SME's interpretation is based on selecting the deepest -- i.e., nmost LIT
o
systesatic -- consistent sappable structure. Thus cosputing systesaticity S
f precedes and detersines the final selection of object correspondences.
z‘ (2) SME's satching process is entirely structural. That is, it attends only to

properties such as identicality of predicates, consistency of object-pairings

8. Currently the glota! evaluation 1s extremely simple: the match hvpothes:s
: evidence scores are s:imn2ly summed for each Gmap. Although we are currently
devaloping more elaboratc schemes for computing the goadness 34 the 3mans,
this s:mple summatic~ a3 proved extremely effective., We have tried SME on
svar 49 analogies, and :n every case 1ts highest-ranked Gmap :s the 3ne
humans prefer,
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gg and systematicity -- as opposed to seesking specific kinds of content. Thus, &
gL -

although it operates on sesantic representations, it is not restricted to any (
l‘l'. .
gx particular prespecified content. This allows it to act as a domain-general

Y .':
;5 satcher. By promoting deep relational <chains, the systesaticity principle :5

’ operates to prosote predicates that participate in any sutually constraining -
. =
:l.. “':
ﬂ systeas, whether causal, logical or eathesatical. )
s ~
1\ -~
) (3) Different interpretations will be arrived at depending on which predicates o
b satch between two dosains. For exasple, suppose that we keep the sase base "
A N
:3 dosain -- the water systes shown in Figure 5 -- but change the target domsain. s
b‘ Instead of two objects differing in tesperature, let the target be two objects 23

-
i} differing in their specific heats: say, a metal ball-bearing and a sarble.

4
£ - <.
=:: Assuming equal mass, they will also have different heat capacities. Now, the o
B!

;‘ natural analogy concerns capacity differences in the base, rather than height 7
. ¢
.' differences. This is because the deepest relational chain that can be sapped )
W
:. to the target is
[} -
Q' CAUSE (GREATER-THAN

A
(DIAMETER (beaker), DIANETER (vial)l, 5

",

:: SREATER-THAN [AMOUNT-OF-NATER (beaker), AMOUNT-OF-WATER(vial)l} .

oy =y

- This carries over into the target as

Y -

*E CAUSE (BREATER-THAN

3: [HEAT-CAPACITY (marble), HEAT-CAPACITY (ball)l, -
R

BREATER-THAN [AMOUNT-OF-HEAT (marble), AMOUNT-OF-HEAT (ball)l2}.

LY
> -
[\~ .
. This illustrates that, for a given base daomain, the mapping $or a particular )
%

)) target is determnined by the best nmatch -- i.e., the nmost systematic and fﬁ
» -1
j} consistent relational match -- with the target.
= ;
L. .
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(4) SHE is designed as a general-purpose tool kit for sisilarity seatching. It
can operate with analogy rules, sere-appearance rules or literal similarity

rules, as discussed above.

(S) The matching process in SME is independent of the systea’s probles-sclving
dpals, although the learner’s goals can influence the aatcher indirectly, by
influencing the dosain representations present in working mesory. Again, this
represents a cosaiteent to generality. The view is that analaogy in problea-

solving is a special case of analogy.

An Architecture for Analogical Reasoning

A coaplete esodel of analogical probles solving eust take account of the
context of reasoning, including the current plans and goals of the reasoner
(Burstein, 1983; Carbonell, 1983; Kedar-Cabelli, 1985; Holyoak, 19833 8iller,
Gallanter & Pribraas, 1940; Schank, 1982; Schank & Abelson, 1977). Indeed, as I
discuss below, sose researchers have argued that plans and goals are s0o
central in analogical reasoning that we should build the analogy sechanisa
around thes. However, the very fact that plans and goals influence all kinds
of husan thought processes, froa transitive inference to the use of deductive
syllogisa, shows that they are not definitive of analogy. Soaehow we need to
capture the fact that analogy can be influenced by the goals aof the problea-

solver while at the sase tise capturing what is specific about analogy.

l propaose the architecture shown in Figure & for analogical reasaning. In this
account, plans and goals influence our thinking defore and after the analogy
engine, but not during its operatioan. Plans and gaals influence the analogy
process is DbDefore the match, by detersining the working-seamory representation

of the current situation. This in turn influences what gets accessed. So, in
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the heat exasple, there are sany aspects of the heat dosain, but only the
aspects currently represented in working sesory are likely to influence
resindings. Once a potential analog is accessed from long-ters sesory, the
analogy processor runs its course. Here too the initial dosain representation
has strong effects, because it defines one input to the processor; thus it
constrains the set of satches that will be found. This leads to ‘set’ effects
in problea solving; it is an advantage if we are thinking about the probles

correctly and a disadvantage if we are not.

The analogy processor produces an .inturprltation, including candidate
inferences and a structural evaluation. I[f the evaluation is too low -~ i.e.,
if the depth and size of the systes of satching predicates is toc low ~- then
the analogy will be rejected on structural grounds. 1f the analogy passes the
structural criterion, then its candidate inferences sust be evaluated ¢to
detersine whether they are appropriate with respect to the goals of the
reasoner. In terss of the cosputer sodel, this suggests adding a context-
sensitive, expectation-driven sodule to evaluate the output of the SHE
{(Falkenhainer, Forbus & Bentner, 1986; Falkenhainer, 1984). This extension is
cospatible with the coabination sodels propased by Burstein (1983) and Kedar-
Cabelli (1983). Thus the key points of this proposal are (1) plans and goals
constrain the inputs to the satcher, which is where they have their largest
effect; and (2) there are three separate criteria that aust be invoked in

using analogy: structural soundness, relevance and validity in the target.

In the sodel proposed here, toth structural properties and contextual-
pragsatic considerations enter into analogical probles solving, but they are

not equated. The analagy processor is a well-defined, separate cognitive
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sodule® whose results interact with other processes, analogous to the way soae
natural-language eodels have postulated semi-autonomcus interacting subsysteas
for syntax, sesantics and pragsatics (e.g., Reddy, Erean, Fennell & Neely,
1973). This allows us to capture the fact that analogy sust satisfy doth a

structural and a pragsatic criterion.

Separating the planning context fros the actual analogy processor has soase
significant advantages. For one thing, it captures the notion that people can
coaprehend an analogy in isolation, and that in so daing they use sany of the
sase processes as they do to coaprehend analagy in a problee-solving context.
That is, we can use the sase structurally-quided processor for both
situations, sisply adding or remcoving prageatic context.!°® Another advantage
of having the matching process be structure-driven rather than goal-driven is
that it allows for the possibility of finding unexpected matches, even perhaps
aatches that contradict the learner’'s initial probles-solving goals. For
exasple, the aathematician Pointare writes about an occasion on which he set
out to prove a certain theorea and ended by discovering a class of functions
that proved the theorea wrong. [f we are ever to asodel such cases of
unexpected creative discovery, the analaogy process sust be capable of finding
satches that do not depend on -- and say even contradict -- the leiarner’s

current goals.

9. The term "module" here should nct be taken 1n the Fadsrian sense. ! 2ssume
that analeogical processing 1s not innate nor hard-w:red, but at least =
part learned: nor do ! assume that the analogy processor 13 impenetrable,
althcugh :1ts workings may be opaque,

‘0. As in all top-down pupectation situations, comgrehension should Se easier
- s

ctat
wrth 3 cepporting content and harder when centext leads to the wrgrng
e:p2ctatians; but the tasic analsgy proacesses do not require a ccontext.
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Cospeting Views and Criticisas of Structure-sapping

F3

Sose aspects of structure-eapping have received convergent support in

artificial intelligence and psychology. Although there are differences in

WP

eaphasis, there is widespread agreesent on the basic elesents of one-to-one

sappings of objects and carryover of predicates (Burstein, 1983; Carbonell,

AL

1983; Hofstadter,1984; Indurkhya, 19835; Kedar-Cabelli, 1985) Reed, 1987;

g: Ruselhart & Narsan, 1981; Van Lehn & Brown, 1980; Verbrugge & Mclarrell, 1977;
o and Winston, 1980, 1982). Further, all these researchers have scee kind of
:; selection pfinciplc -~ of which systesaticity is one exasple =-- to filter
aﬁ which predicates come over. But accounts differ in the nature of the selection i
~
principle. Many researchers use specific content knowledge or pragsatic .
E; inforsation to guide the analogical selection process, rather than structural

principles like systesaticity. For exasple, MNinston's (1980, 1982) systea

looks for causal relations in its iaportance-guided amatching algoritha.

Winston [personal coemunication, Novesber 19831 has also investigated goal-

;4
>

driven isportance algorithas. Many accounts esphasize the role of plans and =

.

goals as part of the analogical sapping process.

The criticisea aost often leveled at structure-sapping is its lack of any

AN

explicit comseitaent to plans and goals (Holyoak, 198S). For exasple, scae

[L= |

sadels coabine a structure-sapping coaponent with a plans-and-goals coaponent

q¥ in order ta choase the aost contextually relevaat interpretation (e.g., ffi
cﬂ Burstein, 1983; Kedar-Cabelli, 1983). Asong the claias of these researchers is ;;
ﬁ; that (1) purely structural inforsation is insufficient ¢to guide analogical :g-
7 aapping and (2) even if it were sufficient, such a systes would be E:;
. o
::‘ inefficient, However, the evidence from SHME so far suggests that structural :'.
‘" satching is quite powerful, since it generates intuitively plausible answers EE
;: and does so rapidly. SME is able to reject initially plausible predicate E?:
i 5
\!, - 22 - :




Saf 48 S B'0an 40 5.0 0p ios o8V 8000, 3 8 il Sak Yal Vob Vol DA W ot talotals” Lah val ol tad val ca) ol g
4, §a8 ¢ (I U J S P B A% A le Me e Fe i

satches like “LIQUID (water) ~--> LIQUID (coffes)® purely on the basis of
structural consistency and systesaticity. There is still such research to be
done on these issues, but at present the structural approach looks gquite

powerful .

The prageatic accaunt: An alternative to structure-sapping. The most radical
alternative account is that of Holyoak (19835). He holds that analogy sust be
sodeled as part of a goal-driven processing systes and argues that the
stru:turc-oappinq approach is 'doosed to failure’ because it fails to take
account of goals. But instead of augeenting structural considerations with
some prageatic considerations, he proposes an alternative account in which
structural principles play no role; satching is governed entirely by the
relevance of the predicates to the current goals of the probles-solver. !

first present Holyoak's proposal and then consider his critique of structure-

aapping.

Holyoak states that °“Nithin the pragesatic frasework, the structure of analogy
is closely tied to the mechanises by which analogies are actually used by the
cognitive system to achieve its goals.® (Holyoak, 1983, p. 78). In the
prageatic account, the distinction between structural coemonalties and surface
coesgnalties is based solely on relevance. Holyoak's (p. 81) definitions of
these teras are as follows:

It is possible, based on the taxonosy of mapping relations
discussed earlier, to draw a distinction between surface and
structural sismilarities and dissisilarities. An identity between
two problea situations that plays no causal role in detereining
the possible sclutions ¢to ane or the other analog constitutes a
surface sisilarity. Similarly, a structure-preserving difference,
as defined wearlier, constitutes a surface dissiasilarity. In
contrast, identities that influence goal attainsent constitute
structural sieilarities, and structure-violating differences
constitute structural dissieailarities. Note that the distinction
between surface and structural sisilarities, as used here, hinges
on the relevance of the property in question to attainesent of a

oy -/‘:l

-
.
.
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successful solution. The distinction thus crucially depends on the

goal of the problea solver.
Thus, a surface similarity is defined as "an identity between two oprobles
situations that plays no causal role in deteraining the possible solutions tg
one or the other analog® and structural sisilarities are “identities that
influence goal attainaent.® (Holyoak, 1985, p. B8l). The distinction between
surface and structural similarities "hinges on the relevance of the property
in question to attainsent of a successful solution. The distinction thus

crucially depends on the goal of the probles solver.®

Nolyoak's esphasis on plans and goals has soae appealing +features. This
account prosises to replace the abstract formalisas of a structural approach
with an ecologically sotivated account centered around what eatters to the
individual. Further, whereas structure-sapping requires both structural
factors within the eatcher and (in a cosplete account) prageatic factors
external to the satcher, Holyoak's account requires only prageatic factors.
But there are severe costs to this sisplification. First, since structural
satches are defined only by their relevance to a set of goals, the prageatic
account requires a context that specifies what is relevant before it can
operate. Therefore, it cannot deal with analogy in isolation, or even with an
analagy whose point is irrelevant to the current context. By this account
Francis Bacon’'s analogy ®All rising to a great place is by a winding stair."
should be uninterpretable in the present context. I leave it to the reader to

judge whether this is true.

Holyoak (1983) seems aware of this limitation and states that his prageat:ic
account is aeant to apply only to analaogy in probles-soclving. But this aeeans
having to postulate separate analogv processors for analogy in context and

analogy in isolation, which seeas inconvenient at best. But there are further
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difficulties with the prageatic account. Pecause the interpretation of an

analogy is defined in teras of relevance to the initial goals of the probles-
solver, the oprageatic view does not allow for unexpected outcoses :1n an
analogical eatch. This seans that sany creative uses of analegy -- such as
scientific discovery -- are out of bounds. Finally, the pragesatic account
lacks any seans of capturing the important psychological distinction between
an analogy that fails because it is irrelevant and an analogy that fails
because it is unsound. In short, a good case can be sade ¢for the need to
augsest structural considerations with goal-relevant considerations (though I
would arque that this should be done externally to the eatcher as shown in
Figure &6, for exasple). However, the attespt to replace structural factors

like systesaticity with pragsatic factors like relevance is aisguided.

Holyoak raises three chief criticisas of structure-sapping (Molyoak, 1983,
pp.74, 73). First, as discussed above, Holyoak argues that structural factors
are epiphenceenal: What really controls analogical satching is the search for
goal-relevant predicates. The higher-order relations that enter into
systesatic structures °*...typically are such predicates as ‘causes,’

‘isplies,’ and ‘depends on,’  that is, causal elesents that are pragsatically
isportant to goal attainsent. Thus, the opragesatic approach readily accounts
for the phenceena cited as support for Bentner’'s theory.® (Holyoak, 1983, p.

74).

There are two probleas with this position. First, as discussed above, the
effort to replace structural constraints with goal-relevance siaply does not
go through. We are perfectly capable of processing analogy without any prior
goal-context, and of interpreting analogies whose point runs contrary to our
expectations. Second, it is not correct to state that all higher-arder

relations are ‘causal elesents pragmatically relevant to goal attaineent.’  For
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exasple, ‘isplies’ (used in its noreal logical sense) 1s not causal.
Mathesatical analogies, such as Polya's (1954) analogy between a triangle in a
plane and a tetrahedron in space, provide clear cases of shared relational
structure which 1s not causal, and which need not be gqoal-relevant to be
appreciated. Hofstadter (1984) provides sany exasp’'-s of analogies based on

purely structural cosecnalities: for exampe, if abc --> abd then pgr --> pgt.

Holyoak's second paint is one of definition. In structure-sapping the
distinction between analogy and literal similarity is based on the kinds of
predicates shared: analagy shares relational structuyre only, while literal
sisilarity shares relational structure plus object descriptions. Holyoak
propases a different distinction: that analogy is sisilarity with reference to
a goal. Thus "Even objects that Gentner would tera ‘literally sieilar’ can be
analogically related if a goal is apparent.® The probles with Holyoak's
distinction is that it classifies sose things as analogy that intuitively sees
to be literal similarity. For exasple, consider the cosparison “This ‘82 Buick
is like this ‘83 Buick: you can use it ¢to drive across town.® By Holyoak's
criterion this is an analogy, because a specific goal is under consideration;
yet to sy ear (and in structure-sapping) the two Buicks are literally sisilar
whether or not a goal is involved. But since this is essentially a question of

terainology, it say be undecidable.

Holyoak's third set of criticisas is based on the eisreading discussed
earlier: nasely, that in structure-sapping, the systematicity of the base
domain by itself determines the interpretation of an analogy, so that "the

sappadle propositions can be deterained by a syntactic [structurall) analysis

of the source analog alone."
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This is false except in the rare case where nothing at all is known about the
target (the “pure asapping® case discussed earlier). This can be seen in the
operation of SME, in which the interpretation arises out of the a detailed
satch between base and target and not from ®a syntactic analysis of the source
analog alone.® (See Skorstad, Falkenhainer & Gentner (1987) for examples of
how SME yields different interpretations when the sase base dosain is paired
with different targets.) At the risk of belaboring the point, recall that in
structure-sapping, analogy is seen as a subclass of sisilarity and therefoare,
as with any other kind of sisilarity comparison, its interpretation is based
on the best satch between base and target. What distinguishes analogy fros
other kinds of sisilarity is sisply that the best satch is defined as the

saximally systesmatic and consistent satch of relational structure.

In sussary, the prageatic account is a failure insofar as it seeks to replace
structure with relevance. Though one say syepathize with the desire to take
plans and goals into account, discounting structure :1s the wrong way to go
about it. Nonetheless, this work, like that of Burstein (1983), Carbonell
(1983) and Kedar-Cabelli (1983) has the serit of calling attention to the
isportant issue of how plans and goals can be integrated into a theory of

analogy.

In modeling these processes, separating structural rules ¢fros pragsatics
allows sose significant advantages: it allows us to capture the cossonalities
asong analogy interpretation across different prageatic contexts, including
analogy in isolation; it allows for creativity, since the processor does not
have to know 1n advance which predicates are going to be shared; and it allows
us to capture the difference between relevance and soundness. However, if the
two-factar scheae ! propose in Figure 4 is correct, there is still auch work

to be done in specifying exactly how plans and goals affect the initial domain
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representations that are given to the analogy processor and how theylarc

cospared with the output of this processor in the postprocessing stage.
Psychological Evidence
Mapping

l1deal sapping rules. Structure-sapping claiss to characterize the isplicit
rules by which the aeaning of an analogy is derived. The first eapirical
question to ask is how successfully it does so; whether people do indeed
follow the rules of structure-sapping in interpreting analogies. The
prediction is that people should include relations and omit object-
descriptions in their interpretations of analogy. To test this I asked subject
to write out descriptions of oaobjects and then to interpret analogical
comparisons containing these objects." (Gentner, 1980, 1984). They also rated

how apt (haw interesting, clever, or worth reading) the cosparisons were.

The results showed that, whereas object descriptions tended to include both
relational and object-attribute inforaation, the interpretations of
cosparisons tended to include relations and ocait object-attridbutes. For
exasple, a subject’'s description of "cigarette” was as follows:

chopped cured tobacco in a paper rall/ with or without a filter at

the end/ held in the mouth/ lit with a satch and breathed through

to draw saacke into the lungs/ found widely among hueans/ known by

soee cultures to be damaging to the lungs/ once considered

beneficial to health
Note that this description contains both relational and attributional
inforsation. Yet when the same subject is given the metaphor “Cigarettes are
like tiae boabs.® his interpretation is purely in teras of cosmon relational

information:

They do their dasage after somse period of time during which no
dasage may be evident.
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A second finding was that subjects considered the cosparisons esore apt to the
degree that they could find relﬁtiunal interpretagions. There was a strong
positive correlation between rated aptness and relationality but no such
correlation for attributionality., Adults thus demonstrate a strong relational
focus in interpreting setaphor. They esphasize relational cossonalties in
their interpretations when possible, and they prefer setaphors that allow such

interpretations (Gentner, 1980; 1984; Sentner &k Stuart, 1983).

Developsental of aapping rules. The isplicit focus an relations in
interpreting analogy can sees so natural to us that it seeas to go without
saying. One way to see the effects of the coapetence rules is to loock at cases
in which these rules are not +follaowed. Children do not show the kind of
relational focus that adults do in interpreting analagy and aeetaphor.®® A
five-year-ald given the figqurative cosparison "A cloud is like a spange."
produces an attributional interpretation, such as "Both are round and fluffy.*
A typical adult response is "Both can hold water for sose tise and then later
give it back.® Nine-year-olds are intereediate, giving some relational
interpretations, but alsc sany responses based on coaeon object-attributes
(Gentner, 1980; in press; Sentner & Stuart, 1983). The sase developaental
shift holds for choice tasks and rating tasks (Billow, 1973; Gentner, in
press). Thus there is evidence far a developaental shift fros attributional
focus to relational faocus in production, choice and rating of analogy

interpretations.

Perforaance Factors in Analogical Mapping

ti. Mugh ot the  seval:ipmantal  lipteratuce har baen
“retaphcr" rather tran “3nalzg,.t 2fter, the iten
‘figurative comparizc~s that adults wcclil treust as
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As Palaer (1987) points out, structure-eapping aiss first and foresost ¢to Z&:
capture the essential nature of analogy: what constitutes an analagy and what :‘,
operagions are necessary in cosprehending analogy -- what Marr (1982) called ;E
the “computational® level and Paleser and Kischi (1985) «call "inforeational ;:
constraints.® Thus structure-sapping is in part a cospetence theory in that it LY
atteapts to capture people’s iamplicit understanding of which coamonalities ;{,
should belong to ahalog} and which should not. The research described above Eg
suggests that under ordinary conditions structure-sapping is also a good :
approxisation to a perforsmance theory, for people’s actual interpretations of f;i
analogies fit the predictions rather well. But what happens if we make it izj
harder for people to perform according to the rules? By the ideal rules of Er
analogy, all that wsatters is achieving shared  higher-order relational Eij
structure. Here we ask (1) how closely people approach the ideal under ?iz
difficult circuastances and sore precisely (2) what factors affect pecple’'s ES
perforsance in carrying out a structure mapping. ii
Transfer perforsance. Gentner and Toupin (1984) posed this question ?;5
developaentally. We asked children of five and eight years of age to transfer -
a story plot froa one group of characters to another. Two factors were varied: is;
(1) the systematicity of the base domain (the original story); and (2) the ';S
R
transparenacy of the mapping: the degree to which the target objects reseasbled :’
their corresponding base objects. The systematicity of the original story was (5?
varied by adding beginning and ending sentences that expressed a causal or gs&
eoral suesmary. Otherwise the stories in the systeamatic condition were the sase itl
as those in the nonsystesatic condition. Transparency was wsanipulated by E;E
varying the similarity of corresponding characters. For exasple, the original i;:
story might involve a chipaunk helping his friend the aoose to escape froa the :.
villain frog. Then the child would be told to act out the story again, with ;ﬁ
'."".
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new characters. In the high-transparency sapping, the new characters would
reseable the original characters: e.g., & squirrel, an elk and a toad,
respectively. In the asedius-transparency condition, three new unrelated
anisals were used. In the low-transparency cross-sapped condition, the
characters were simnilar to the original characters, but occupied non-
corresponding roles: the chipsunk, moose and frog of the original story would
sap onto an elk, a toad and a squirrel, respectively, We expected the crass-
mapped condition to be very difficult. More interestingly, we wanted to know
how robust the sapping rules are: how firaly can people hold to a systemsatic

sapping when surface sisilarity pushes thes towirds a nonsystesatic solution.

Both systesaticity and transparency turned out to be isportant in determining
transfer accuracy. Mowever, the two age groups showed different patterns,
Transparency affected both age groups, while systesaticity affected only the
older group. For both ages, transfer accuracy was nearly perfect with highly
sisilar corresponding characters (high transparency), lower when
corresponding characters were quite different, and 'sedium transparency) and
lower still in the cross-sapped condition (low transparency). For the older
group, systesaticity alsoc had strong effects. As Figure 7 shows, eight-year-
olds perforsed virtually perfectly, even in the sost difficult seapping
conditions, when they had a systesmatic story structure. This is noteworthy
because, as can bhe seen from their perforsance in the nonsystesatic condition,
eight-year-aolds faound the crossed-sapping condition quite difficult. Yet given
a4 systematic relational structure to hold onto, they could keep their esappings

straight.

How does this happen? Gentner & Toupin speculated that the benefit comes 1n
part fros the way shared systess of relations help guide the sapping of lower-

order relations. An error made in wsapping a particular relation froa base to
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Results of the Cross-Mapping Experiment: Proportion correct on transfer story -
ngen systematic (SYS) or nonsystematic (NSYS) original stories
(Sentner and Toupin, 1986)
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target is more likely to be detected if there is a higher-order relation which

constrains that lower-order relation. Inforeal observations in our study
support this view. The older children, i1n the systesatic condition, wculd
sosetisaes begin to sake an object-similarity-based error and then correct
theaselves, saying sosething like “On no, it's the bad one who got stuck in
the hole, because he ate all the food."” They were using the systeaatic causal

structure of the story to overcome their local mapping difficulties,.

Research with adults suggests that both systesaticity and transparency
continue to be isportant variables. Both Ross (1984; 1987) and Reed (1987)
have shown that subjects are better at transferring algebraic solutions when
corresponding base and target objects are similar. Reed (1987) aseasured the
transparency of the mapping between two analogous algebra probless by asking
thes to identify pairs of corresponding concepts. He found that transparency
was a good predictor of their ability to notice and apply solutions froa one
probles to the other. Rass (1984) has invcstibattd the effects of cross-
sappings in resindings during problem~solving. He found that, even though
adults could still access the prior problea, their ability to transfer the
solution correctly was disrupted when crossed-sapped correspondences were
used. Robert Schusacher and 1 have found effects of both systesaticity and
transparency in transfer of device models, using a design sisilar to that of
Gentner & Toupin in which subjects transfer an operating procedure fros a base

device to a tarqget device.

The evidence is quite strong, then, that transparency sakes analogical aapping
easier. Thus literal similarity is the easiest sort of mapping, and the one
far which subjects are least likely to aake errors. The evidence also shows

that a systesatic base acdel promotes accurate wapping. This means that
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systematicity is a perforsance variable as well a competence variable. Not

only do people bdelieve in achieving systesatic sappings, they use systesatic

structure to help thes perfors the sapping.

Developasental isplications: The relational shift. Like adults, the B8-year-

olds in the Bentner and Toupin study were affected by both systesaticity and
transparency. But the S-year-olds showed no significant effects of systematic
base structure. All that eattered to this younger group was the transparency
of the object correspondences. These results are consistent with the results
reported earlier, and with the general developsental finding that young
children rely on surface similarity in transfer tasks (DelLoache, 1983;
Holyoak, Junn, & Billsan, 1984; Keil & Batterman 1984; Kealer, 1983; Shepp,
1978, Saith, 1987; Seith & Kealer, 1977) and in setaphor tasks (Asch &
Nerlove, 1940; Billén, 1973; Dent, 1984; Gardner, Kircher, Winner, & Perkins,
1973; Kogan, 1973). These findings suggest a2 developaental shift froe reliance
on surface siailarity, and particularly the transparency aof the object-

correspondences, to use of relational structure in analogical sapping.'?

Access Processes

Noaw we are ready to tackle the issue of access to analogy and sieilarity.
Before doing so, let us reconnoiter briefly. I proposed at the start of this
paper a set aof subp?ocossos necessary for spontaneous learning by analogy: (1)
accessing the base systes; (2) performing the sapping between base and target;

(3} judging the soundness of the satch; (4) storing inferences in the target;

P T L

t2. s atth zzome sther Zf2vclapmental  diffgreonces, awc 42 not yet aaw ahetner
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czgnibive abslity ‘8rawn, 1987 Broan % Campione, 198S: Zarsv., 124
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': and (S) extracting the coemon principle. So far we have considered msapping,
" judging soundness, and saking inferences. A sajor differentrating variable in >
the research so far is sisilarity class: whether the satch 15 aere appearance,
1 \'
L4
y analogy, or literal similarity. Now we ask how sisilarity class affects access N
M to analogy and sisilarity. .
!\.
“ Accessing analogy and similarity. W®hat governs spontaneous access to siailar i
: e
& ar analogous sitlations? Sentner % Landers (1985) investigated this gquestion, r
. using a esethod designed to resesble natural long-tera sesary access. (For jﬁ
) details of this and related studies, see Gentner & Landers (1983) and Gentner
] & Rattermann (in preparation), and Rattereann % Sentner (1987).] We first gave <
f our subjects a large set of stories to read and reaeaber (18 key stories and .
; 14 fillers). Subjects returned about a week later and perforaed two tasks: (1) -
a reninding task; and (2) a soundeess rating task. y
: In the resinding task, subjects read a new set of 1B stories, each of which
X esatched one of the 1B original stories as described below. Subjects were told
K- that if any of the new stories reainded thea of any of the original stories, ~
-, they were to write out the original story (or stories) as coapletely as
& possible. There were three kinds of sieilarity satches between base and o
7 target: 5?
¥
3 - wmere appearance: object-attributes and first-order relations match -
v N
4 bV
- true amalogy: first-order relations and higher-order relations amatch
x «
S A
y _ >
: - false analogy: only the first-order relations eatch.
\ -~
r In all three cases, the base and target shared first-order relations. Qther -
; cossonalties were added to create the different similarity conditions. Table 2 o
] ,.:
/ shows an exaaple set of four stories: a base story plus one example of each of
) : - 3 4 - [
o e e e o e e e o e LT T e N e
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Table 2

Sample Story Set for the Access Experiment
(Gentner and Landers, 198%)

BASE story

Karla, an old hawk, lived at the top of a tall ocak tree. One afternoon,
she saw a hunter on the ground with a bow and some crude arrows that had no
feathers. The hunter took aia and shot at the hawk but missed. Karla knew the
hunter wanted her feathers so she glided down to the hunter and offered to
give him a3 few. The hunter was so grateful that he pledged never to shoot at a
hawk again. He went off and shot deer instead.

True Analogy TARGBET

Once there was a small country called Zerdia that learned to make the
world’'s seartest coaputer.

One day lerdia was attacked by its warlike neighbor, Sagrach. But the
missiles were badly aimed and the attack failed. The lerdian governaent
realized that Gagrach wanted Zerdian computers so it offered to sell some of
its computers to the country. The government of Gagrach was very pleased. [t
prosised never to attack Zerdia again.

Mere Appearance TARGET

Once there was an eagle named Zerdia who donated a few of her
tailfeathers to a sportsman so he would promise never to attack eagles.

One day 1Zerdia was nesting high on a rocky cliff when she saw the
sportsean coming with a crossbow. lerdia flew down to meet the man, but he
attacked and felled her with a single bolt. As she fluttered to the ground
lerdia realized that the bolt had her own tailfeathers on it.

False Analogy TARBET

Once there was a small country called lerdia that learned to asake the
world's smartest coamputer. Zerdia sold one of its supercomputers to its
neighbor, Bagrach, so Gagrach would prosise never to attack lerdia.

But one day Zerdia was overwhelmed by a surprise attack from Sagrach. As
it capitulated the crippled governaent of Zerdia realized that the attacker's
eissiles had been guided by Zerdian supercomputers.
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the three kinds of satches. Each subject received 1/3 MA, §/3 TA, and 1/3 FA

satches, counterhalanced across three groups.

After the subjects had cospleted the reainding task, they perforsed the
sgundness rating task. They were shown their 1B pairs of stories side by
side, and asked to rate each pair for the soundness or inferential power of

the satch (with § being "sound® and | being "spurious®).

In the soundness-rating task, subjects shoued' the predicted preference for
true analogies. The sean soundness ratings were 4.4 for true analogy, 2.8 for
sere appearance, and 2.0 for false analogy, with the only significant
difference being between true analagy and the other twoc match types. This
aspect of the study provides further evidence for the systematicity principle:
cosaon higher-order relational structure is isportant in detersining the

sybjective goodness of an analogy.

The results for access were surprising. Despite subjects’'s retrospective
agreeaent that only the analogical matches were sound, their natural
reaindings did not produce analogies. Instead, they were far asore likely to
retrieve superficial sere-appeiarance satches. Given sere-appearance aatches,
subjects were able to access the original story 781 of the tise, whereas the
true analogies were accessed only 441 of the tiee, and the false analagies,
23 of the tise. All three differences were significant, suggesting that (a3)
surface coesonalities have the most iaportant role in access but that (b)
higher-order relational comsonalties -- present in the true analogies but not

in the false analogies -- also prosote access.

We have recently replicated these results, adding a literal similarity
condition, and the results show the sase pattern (Gentner, Landers &

Rattersann, in preparation; Rattersann & Gentner, 1987). In access, surface
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o sisilarity seeas to be the dosinant factor. Literal sisilarity and sere
l. appearance satches are sore accessible than ¢true analogies and false
h analogies. In soundness, systesaticity of relational structure 1s the dosinant
;ﬁ factor. True analogy and literal similarity were considered sound and false
- analogies and wsere-appearance aeatches are not., Interestingly, surface
:: inforsation is superior in access even for subjects who clearly believe that
n only structural overlap counts towards soundness. It appears that analogical
v access and analogical soundness -- or at least our subjective estisates of
Eg soundness ~- are influenced in different degrees by different kinds of
similarity.
@
i )
These access results accord with the findings of Gick & Holyocak (1980, 1983)
;S and of Reed (Reed, 1987; Reed, Ernst & Banerji, 1974) and Ross (1984, 1984).
‘" In this ressarch it has reliably been desonstrated that subjects in a problea-
l' solving task often +fail to access prior saterial that is analogous to their
ti current problea. For exasple, in Bick and Holyoak’s (1980, 1983) studies, a
o
i substantial oausber of subjects failed to access a gpotential analeg -- and
N therefore could solve the probles -- yet, when the experismenter suggested that
.. the prior saterial was relevant, they could readily apply it to sqlve the
:: probles. This aeans that (1) they had clearly stored the prior analag; (2) the
;Q prior analog contained sufficient inforsation to solve their current probles;
. but (3) they could not access the prior analog solely on the basis of the
éé current (analogous) prables structure. Thus, there is converging evidence for
. the gloosy finding that relational coamsonalities often fail to lead to access.
?i There is also confirmation for the other side of the coin: that surface
v comsonalties do prosote access {Holyoak, 1987; Novick, 19835; Reed %
Ackinclose, in preparation; Ross, 1984, 1984; Ross & Sofka, 1986; Schumacher,
Ez 1987). For example, Ross (1984) found clear effects ot surface similarity in
" - 34 -
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detersining which earlier algebra probless subjects would bo reainded of in
trying to solve later probless. Reed and Ackinclose (1n preparation) found
that perceived sisilarity, rather than structural isomorphise, was the best
predictor of whether subjects solving algebra probless would apply the results
of a4 previous probles to a current probles. '3 QOverall sisilarity, and
especially surface sisilarity, appears to be a smajor factor in accessing

saterial in long-ters sesory.

Having said all this, it 1is isportant to reseaber that purely relational
reainding does accur. Even young children soceetiames experience analogical
insights, as attested by Heida's analogy at the beginning of this paper. As
Johnson-Laird (1987) points out, though resindings between resote dosains are
relatively rare, their occurrence sosetiaes sparks iamportant creative advances
(See also Sentner, 1982). A correct sodel of access will have to capture both
the fact that relational resindings are comparatively rare and the fact that

they occur.
Surface Sisilarity and Structural Siamilarity

I began this paper by noting that similarity is widely considered to be an
impaortant detersinant of transfer (Thorndike, 1903; See Brown (1987) and Brown
¥ Caspione, 1985, for discussions of this issue.). The the research reviewed
here suggests that both sisilarity and traemsfer say be too course as
variables. A strong these in this paper, and indeed a convergent theae across
1987, has been the need to sake finer differentiations in the notion of

similarity (Collins ¥ Burstein, 1987; Ortony & Medin, 1987; Rips and Collins,

- e - -

These results, especially 10 problem-solving conterts, 27e prat.zna*ic <z2-
the plan-based in~de:1ng view held by many rosearchers a art.flzial
1ntelligence. See Sentner (in press) $or a di1scussicn!.
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1987; Ross, 1987; Saith, 1987). The research discussed in this chapter further
suggests that transfer aust be decoaposed into different subprocesses that
interact diffoéently with different kinds of sieilarity. Thus the s:aple
statesent “Similarity is isportant in transfer® may conceal a vast set of
interactions between different varieties of siailarity and different

subprocesses in transfer.

Based on the research opresented so far, it appears that different
subprocesses are affected by different kinds of sieilarity. Access is strongly
influenced by surface similarity and only weakly influenced by structural
sisilarity Analogical sapping is stronqgly influenced by structural sisilarity,
including shared systesaticity; it say also be weakly influenced by surface
similarity. Judging souadness is chiefly influenced by structural sisilarity
and systesaticity. Finally, extractiag and storiang the principle underlying an
analogy seeas likely to be governed by structural sisilarity and
systesaticity. There is thus a relational shift in processing an analogy fros

surface to structural comssonalities.'*

Similarity-based access say be a rather prisitive aechanisa -- a low-cost,
low-specificity, high-quantity process, requiring little conscious effort.
Analogical sapping and judging soundness are rather sore sophisticated. They
are often scaewhat effortéful, they often involve conscious reasoning, and,
unlike access, they can be specifically tailored to different kinds of
similarity. One can choose whether to carry out a eapping as an analogy or as
a4 mere-appearance satch, for exasple; but ane cannot choose in advance whether

to access an analogy or a aere-appearance satch. Access has the feel of a

4. This 2chces the ~2la3ticnol snuft o ia the developaent 4 aralz;, ¢
2arly ‘%ccus 2n s.rfize zcmmonaciities %z the adult f2cus or e
cammonalitiag, Whet=gr %3 salba2 anvithiag 3¢ this parallel s utz.iean.
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passive process that simeply produces somse nuasber of satches that the reasoner

can accept or reject. Finally, one suspects that the processes of sapping and

judging soundness are heavily influenced by culturally learned strategies.

Access processes seem less aaenable to learning. '® To the extent that experts

differ from novices in their access patterns, I suspect this results chiefly

froa experts having different knowledge representations (e.g., possessing

relational abstractions), rather than different access processes

It is tespting to speculate that sisilarity-driven access involves sosething

rather like a ballistic process, while sapping and judging soundness are sore

discretionary processes. In any case, as we sove down from access to aapping

and judging soundness there is a sense of increasing volitional control over

the processes. To use an analogy, gaining access to long ters aesory is a bit

like fishing: the learner can bait the hook -- i.e. set up the working sesory

probe -- as she chooses, but once the line is thrown into the water it is

ispossible to predict exactly which fish will bite.

The access bias for overall-sieilarity and surface-sisilarity eaatches rather

than abstract analogical reaindings say sees like a poor design choice ¢froa a

sachine-learning standpoint. But there esay be good reasons for this bias

towards overall sisilarity. First, a conservative, overall-similarity bias may
be reasaonable given the large size of husan data bases relative to current Al

systess. The costs of checking all patential relational matches aight be

prohibitive. Second, a conservative satching strategy aight be prudent for

aobile biological beings. Third, by beginning with overall siailarity the
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learner allows the relational vocabulary to grow to fit the data. This say be

one reason children learn language so such better than adults (cf. Newport,

19684).

These arquaents suggest that husan access is geared towards literal
sisilarity. But what about the fact that our access sechanisas also fall for
aere-appearance esatches? Possibly, this coses about as a by-product of the
overall-simsilarity bias. By this account, it is a design flaw, but perhaps a
fairly esinor aone for concrete physical dosains, where appearances tend not to
be very deceiving. Very often, things that look alike are alike. (See Eentner,
in press; Medin & Drtony, 1987; MWattenmaker, Nakasura & Medin, 1984.) \MWhere
surface aatches becose least reliable is in abstract domains such as plane
geosetry or Newtonian sechanics. The novice who assuses that what looks like a
pulley should be solved like the last pulley probles will often be wrong (Chi,
Feltovich % Blaser, 1981). Thus our surface-oriented accessor can be an
cbstacle to learning in abstract domsains, where the correlation between

surface features and structural features is law.
Implications for Learning

Now let’'s put together these findings and ask how they bear on experiential
learning. This discussion is based on that given by Forbus & Bentner (19B3J,
1984). Faorbus and Sentner exasined the role of sisilarity cosparisons in the
progression froa early to later representations. A key assueption here is that
implicit coeparisons asong related knowledge structures are isportant in
learning (Brooks, 1978; Jacoby & Brooks, 1984; Medin & Schaffer, 1978;
Wattensaker, Makasura & Medin, [984). We conjecture that auch of experiential
learning proceeds through spontaneous coamparisons --- which say he implicit or

explicit -~- between a current situation and prior sisilar or analogous
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situations that the learner has stored in aeesory. We also assumsed that early
N representations are characteristically rich and perceptually-based. That s, _
’j early domain representations differ froe aore advanced representations of the -
saae domain in centaining sore perceptual inforeation specific to the initial e
N context of use. What does this predict? First, in terss of access, the greater

the surface satch the greater the likelihood of access. Thus the satches that a
are likely to occur asost readily are literal sisilarity aatches and aere

L appearance satches.

Once the base doaain has been accessed the mapping process occurs. To transfer "
R knowledge fros one doseain to another a person aust not only access the base

domain; he must alsoc set up the correct object caorrespondences between the
e base and target and map predicates across. At this level, a aix of deep and
surface factors seeas to operate. Systesaticity and structural similarity
becose crucial, but also the transparency of the object correspondences
(Gentner & Toupin, 1984; Reed, 1987; Ross, in press). It appears that, for
aduylts and/or experts, systesaticity can to sose oxtentbconpensate for lack of ‘-
transparency. The rules of analogy are clear enough and the relational
structures robust enough to allow accurate eapping without surface support.
But far children and navices, surface similarity is a key deterainant of

success in analogical sapping.

To the extent that children and novices rely on surface siailarity in
accessing and eapping analogies, they are lisited to literal sisilarity =
matches and aeere-appearance aatches. The disadvantage of aere appearance
matches is obvious: tney are likely to lead to wrong inferences about the
target. But even literal similarity amatches have their limitations. For ou
purposes of explicitly extracting causal prainciples, literal siailarity

aatches are probably less wuseful than analogies. In an analogical match, the o
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" shared data structure is sparse enocugh to perait the learner to isolate the :n
ll key principles. In literal similarity, there are too many coeson predicates to o
b "«
know which are crucial (Forbus & Gentner, 1983, 1986; Ross, 1987; Wattenmaker, ::
" ' o
. Nakasura & Medin, 1984) ;*
!l How do learners escape the confines of literal sisilarity? One way, of course, -
. T
. is through explicit instruction about the relevant abstractions. But there aay =
&' be ways within experiential learning as well. [f we speculate that the results ;;
e
j. of a similarity camparison becose slightly more accessible (Elio & Andersaon, ,a'
. -~
- ~
1983; 6ick & MHolyoak, 1983; Ortony, 1979) then repeated instances of near- qf
> Y
ég literal similarity could gradually increase the salience of the relational -~
) comsonalities. At sose point the relaticnal structures becose sufficiently T]
-{ salient to allow analagy to occur. Once this happens, there is some likelihood :i
I
i of noticing the relational coemonalities and extracting thee for future use. »::
(This conjectural sequence, which is essentially that proposed in Forbus & .
:i Gentner (1983, 1984), hinges an the clais that the results of an analogy are ]
-~ a0
N RS
sparser and therefaore aore inspectable than the results of a literal l:
‘.
b similarity comparison. Hence the probability of noticing and extracting the X
e coamon relational structure is greater.) The extracted relational abstractions e
L4 . .
AN e
- can then influence encaoding. With sufficient dosain knowledge, the set of Cj
ﬁe known abstractions -- such as “flow-rate" or “positive feedback situation® -- :’
becoses large enaugh to allow relational encoding and retrieval.
& :
The post-access processes can be influenced both by individual training and by ;;
fﬁ local strategies. I suspect that ¢this is the area in which training in :3
. .\.:
thinking skills can be of most benefit. For example, people aay learn better j:f
-~ N
. skills for checking potential matches and rejecting bad matches, and perhaps ':‘
" also skills for tinkering with potential matches to eake thea aore usefu] :t
- (Clesent, 1983, 1984). However, I suspect that sose parts of the systea will ;1
) "
5"‘ - 42 e ;‘.
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always resain outside direct volitional control. To return to the fishing
analogy, we can learn to bait the hook better, and once the fish bites we zan
learn better skills for landing it, identifying it, and deciding whether to
keep it ar throw it back. But no satter how accurate the pre-access and post-
dccess processes, the-e is always uncertainty in the siddle. When we throw the
hook into the current we cannot detersine exactly which fish will bite. A
strategic«l'y managed interplay between &iscretiunary and autosatic processes

say be the sost productive technique for analogical reasoning.
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